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In this supplementary material, we describe related
works, a method for calculating optical flow, an ablation
study, a method for optical flow rotation, further explana-
tion of the metric, and a github link to the code that could
not be included in the extended abstract due to the lack of
pages.

1. Code Descriptions
Our code is based on PyTorch version of Video-P2P [1].

We use Video-P2P [1] to edit videos. We set the parame-
ters as follows: frame size h = 512, frame size w = 512,
number of frames = 4,

Code is available at https://github.com/
currycurry915/Motion_Map_Injection.

And extensive experimental results are in https://
currycurry915.github.io/MMI/.

2. Related Work
2.1. Text-Guided Editing

The diffusion model [2, 3], which has recently been ac-
tively studied, generates data from noise through the pro-
cess of adding or removing noise. Based on this diffusion
model, text-guided image editing models such as DALL-E2
[4], Imagen [5], and stable diffusion [6] show the results of
high-quality image editing. In particular, Prompt-to-Prompt
[7] presents text-guided image editing that controls the rela-
tionship between the prompt text token and the correspond-
ing image pixel with the attention maps, enabling unprece-
dented semantic editing. In addition, subsequent papers
such as DreamBooth [8], EDICT [9], and Imagic [10] have
been actively studied recently, showing impressive results
for text-guided image editing.

Based on the significant progress of text-guided im-
age editing, research has recently been expanded to text-
guided video editing with the generative model. Dreamix
[11] presents the first diffusion-based method of perform-
ing text-guided motion and application editing of videos
through fine-tuning, but there are difficulties with local-

ized editing by replacing a word. Video-P2P [1] divides
their framework into two branches for unchanged parts and
edited parts, and incorporates each attention map to enable
detailed editing.

Concurrent to above works, vid2vid-zero [12] performs
stable video reconstruction and editing by adding cross-
frame attention to the U-Net structure of the existing dif-
fusion model. In addition, FateZero [13], based on zero-
shot, stores an attention map during the inversion process
to maintain temporal consistency for structure and motion
information. We attempt the first study to extract motion in-
formation directly from video and apply it to video editing.

2.2. Optical Flow Estimation

Optical flow estimation is a computer vision task that in-
volves computing the motion of objects in a video sequence.
Recently, this field is significantly advanced through the rise
of deep neural networks. FlowNet [14] was the first fully
convolutional neural network for estimating optical flow.
Then, a series of works, represented by SpyNet [15], PWC-
Net [16], LiteFlowNet [17], and RAFT [18] were proposed
to reduce the computational costs through coarse-to-fine
and iterative estimation methodology. Recently GMFlow
[19] were proposed to achieve highly accurate results with-
out relying on a large number of refinements by performing
global matching with a Transformer.

Optical flow estimation is used in various video tasks.
First, video action recognition [20, 21] aims to automati-
cally recognize the behavior of objects in video sequences,
where optical flow is used as a useful motion representa-
tion in video motion representation. Using spatio-temporal
information from surrounding scenes to fill in new content
for damaged areas, video inpainting [22, 23, 24] enables
spatio-temporally stable synthesis between frames of video
through optical flow. Video super resolution [25, 26, 27]
is the field of generating high-resolution video frames from
low-resolution video frames, and generally maintains tem-
poral consistency between video frames by using optical
flow as motion compensation. Video frame interpolation
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Figure 1. Outputs of various methods to measure the correlation
between the motion map and the attention maps.

Figure 2. Comparison results of directly injecting motion maps
and not injecting them.

Table 1. Evaluation on 4 template matching operations using
BRISQUE and NIQE

BRISQUE NIQE

TM CCOEFF 47.87 14.92
TM CCOEFF NORMED 27.91 11.52

TM SQDIFF 64.45 15.80
TM SQDIFF NORMED 52.48 13.91

(VFI) [28, 29], a technology that generates an intermediate
frame between two consecutive frames, also effectively ex-
tracts motion and shape information between frames by uti-
lizing optical flow to estimate motion information between
frames. Our work is the first attempt to apply optical flow
to text-guided video editing where motion information is
important based on the proven validity of the optical flow
estimation in various video fields.

3. Ablation Study
In Fig.1,To inject the motion map into all words, the cor-

relation between the attention maps of the input prompt and
motion map is calculated. We applied various functions of
template matching that represent a correlation between the
two images. The “CCOEF” applied to the first image used
correlation coefficient, and the second image is the result
of “CCOEF N” that normalizes it. The third image used
“SQDIFF”, a sum of squared differences, and the fourth im-
age used “SQDIFF N”, which was normalized. As you can
see in Fig. 1, the most suitable function to reinforce seman-
tically editable is seen as “CCOEFF N”, which helps to edit
semantically by varying weights depending on the degree
of association of the prompter word. In Table 1, template

Figure 3. Editing method for objects moving in the direction spec-
ified by the user. Before editing, the user first selects one of the 8
directions.

matcing operations were also measured through NIQE and
BRISQE scores. “CCOEFF N” was demonstrated to be the
most appropriate template matching operation by showing
the highest quality in both metrics Therefore, we choose
“CCOEFF N” in method which is same as NCC.

The result of our proposed framework using the fixed pa-
rameter of λ = 0.3 is shown in Fig. 2. First, editing was diffi-
cult when only the motion map was injected into the motion
prompt due to the difference in scale from other attention
values. Such as, in image P2P[7], the weight for the atten-
tion value for a single word is concentrated and increased,
making it impossible to edit. With NCC, the scale of the at-
tention was normalized and matched. In addition, because
motion information was injected by calculating the correla-
tion between the attention map of the entire prompt and the
motion map, the entire attention was enhanced and showed
better performance than existing T2V models [1, 12, 13].
Meanwhile, due to the inherent limitation of image diffu-
sion model, the NCC score between motion map and at-
tention map of motion prompt could not be attained. Con-
sequently, we set the motion prompt’s NCC score to 1 to
increase its level of attention, so that the editing goes desir-
able.

4. Method for Optical Flow Rotation
Since Vflow has information on the magnitude of pixel

movement between frames, as well as the direction in which
pixel moved between frames, the user can select and edit the
motion value in the desired direction. Our model allows the
user to edit contents in a specific direction by rotating the



optical flow Vflow according to the direction D provided by
the user before injecting it. We propose a method to edit
using information on the direction in which pixels move in
optical flow representing information on pixel motion be-
tween previous frame Ft−1 and current frame Ft. Our pro-
posed model receives one of eight directions from the user,
including Northeast (NE), Southeast (SE), Southwest (SW),
and Northwest (NW), which are made from a combination
of four directions in the 2D coordinate system.[

X ′

Y ′

]
=

[
X cos θD −Y sin θD
X sin θD Y cos θD

]
, (1)

where θD denotes the angel between axis in frame and user
provided direction D. X,Y denotes each motion vector in
axis X , and Y . X ′, Y ′ denote the motion vectors rotated by
θ in each axis.

After rotating the optical flow for the user-provided di-
rection D, only the region of pixels with positive directional
motion of the x axis in the rotated coordinate system is
specified. The value of the motion map is extracted from
the specific region and video edit is performed on the corre-
sponding area. The results can be seen in Fig. 3.

5. Experimental Details

5.1. Evaluation Metrics

CLIP Score [30] is calculated in the CLIP model [31], gen-
erating embedding vectors for input images and prompts.
CLIP Score [30] is measured by computing the cosine simi-
larity between image and caption embedding. We measured
how close the target prompt and the edited video frames
are semantically in the CLIP Score[30] . We measured the
CLIP Score [30] between target prompt and each edited
video frame, and quantitatively compared the performance
of our model and other models by the average of the scores
measured per each frame. The CLIP Score [30] is calcu-
lated with the following equation.

extCLIPScore(Ft,P∗) = max(100∗cos(EFt
, EP∗), 0),

(2)
where Ft denotes the t th edited frame, and P∗ denotes
the target prompt. We use official ViT-Base-Patch16 CLIP
model.
Masked PSNR To evaluate whether our proposed model
performs undesired edit out of target region to be edited,
we measured masked PSNR (M.PSNR) proposed by Video-
P2P [1]. It indicates how much the external region of the
target region has changed from the frame of the original
video.

In consideration of the averaged attention mask sequence
M of the changed object, we measure masked PSNR by
computing the pixel distance in the out-of-target regions of

the edited video V ∗ and the input video V ,

M.PSNR(V ∗, V ) = PSNR(B(V ∗,M), B(V,M)),
(3)

according to Video-P2P [1], B(V,M) = VM is defined
as a reversed mask binary function, so only regions not
to be changed are involved in measuring masked PSNR.
BRISQUE With a No-Reference Image Quality Assess-
ment, the quality of the image is evaluated with only the
input image without any comparison image. Using this met-
ric, We evaluated the edited video without the original one.

5.2. Dataset and Implemetation Details

Dataset Experiments were conducted with DAVIS video
dataset [32] and Youtube videos that we collected. We
chose 20 videos having motion, and successive 4 frames
from those. They were cropped and resized to 512× 512.
Implementation details We experimented with NVIDIA
RTX A6000 GPUs and set the resolution to 512× 512 like
Video-P2P [1], vid2vid-zero [33], and FateZero [13]. The
number of video frames was set to 4 because this number
is sufficient to demonstrate how well our method accom-
plishes our goal. The UniMatch [19] model was used to
extract the optical flow.

6. Details about User Study
In this section, we describe the details of the user study.

A total of 60 participants were asked to choose the more
preferable video for 20 videos. Among the 20 videos, 10
were output of Video-P2P [1], and vid2vid-zero [12] and
FateZero [13] were included with 5 each. The users were
asked to answer following questions: “Edits well, reflecting
the target prompt accurately”, “Maintains overall structure
well after editing.’, and “Edited result is realistic and of high
quality’. The order of videos were randomized.

7. Limitations
Accurate motion estimation of input video is essential

for editing using optical flow. Therefore, even if optical
flow is used, the bad results as shown in Fig. 4 may be
obtained when it is difficult to estimate motion information
from an image. The optical flow for the movement of fire
could not be estimated, so there was no difference from the
Video-P2P [1]. In addition, in the example of boat, motion
was estimated only for ships that occupy a large area of the
image, and small ships were not estimated. If the estimated
motion of the optical flow for input video is not accurate, it
is confirmed that our model, like existing Video-P2P [1], is
difficult to perform accurate editing.

Additional experimental results and code can be found in
the supplementary archive zipped with the supplementary
paper.



Figure 4. Results of Video-p2p [1] and our video editing model
with inaccurately estimated optical flow
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